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ABSTRACT

Over the past decade, a number of experiments dealt with the problem of measuring the arrival direction distribution
of cosmic rays, looking for information on the propagation mechanisms and the identification of their sources. Any
deviation from the isotropy may be regarded to as a signature of unforeseen or unknown phenomena, mostly if well
localized in the sky and occurring at low rigidity. It induced experimenters to search for excesses down to angular
scales as narrow as 10◦, disclosing the issue of properly filtering contributions from wider structures. A solution
commonly envisaged was based on time-average methods to determine the reference value of cosmic-ray flux.
Such techniques are nearly insensitive to signals wider than the time window in use, thus allowing us to focus the
analysis on medium- and small-scale signals. Nonetheless, the signal often cannot be excluded in the calculation of
the reference value, which induces systematic errors. The use of time-average methods recently revealed important
discoveries about the medium-scale cosmic-ray anisotropy, present both in the northern and southern hemispheres.
It is known that the excess (or deficit) is observed as less intense than in reality and that fake deficit zones are
rendered around true excesses because of the absolute lack of knowledge a priori of which signal is true and which
is not. This work is an attempt to critically review the use of time-average-based methods for observing extended
features in the cosmic-ray arrival distribution pattern.
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1. INTRODUCTION

Large field-of-view (FOV) experiments operated for cosmic-
ray (CR) physics collect huge amount of high-quality data, mak-
ing possible the study of CR arrival distribution with remarkable
detail. Either satellite-borne or ground-based detectors are con-
sidered, and many collaborations coped with the measurement
of the CR intensity all over the portion of the sky they observed.
They all looked for deviations from the isotropic distribution,
as any signature of anisotropy provides essential information
on CRs and the medium that they propagate through.

Apart from the search for gamma-ray emission from point-
like (or quasi-point-like) sources, either in the MeV energy
range on board satellites or in the TeV region with ground-
based telescopes, directional data are analyzed to map the CR
gradient all over the sky at every angular scale.

Signal as deviation from the isotropy. Any motion of the
laboratory system with respect to the CR plasma turns to a
dipolar signature with a maximum in the direction of the motion.
This is true for any “still system” we consider: it might be
well the solar system (i.e., the motion of the Earth around
the Sun is factorized) or the Galaxy itself (the motion of the
solar system around the Galaxy center is factorized). Such a
process of dipole generation is commonly referred to as the
“Compton–Getting” effect (Compton & Getting 1935) and was
observed by a number of experiments (Aglietta et al. 1996;
Amenomori et al. 2004, 2007; Abbasi et al. 2011). In this last
case, as the amplitude and the phase of the signal are analytically
predictable, the observation is commonly considered as the
starting point of any anisotropy analysis, as it demonstrates
the reliability of the detector and the analysis methods to be
fine-tuned. Concerning the “galactic” Compton–Getting effect,
the importance of this measurement lays in determining whether
the CR plasma is comoving or not with the “still system” under
study (Amenomori et al. 2006).

Moving to narrower scales, it is known that a CR “pure”
anisotropy, i.e., not due to expected Compton–Getting effects,
exists down to angular scales as wide as ∼60◦. It has been
observed by ground-based detectors since the 1930s and most
recent experiments represented it in two-dimensional sky-maps
(see Iuppa 2012 and references therein). Such a “large-scale”
anisotropy (LSA) is of fundamental importance, commonly in-
terpreted as a signature of the propagation of CRs in the local
medium.

As charged particles, CRs have trajectories deflected by mag-
netic fields so that their rigidity sets up a “magnetic horizon,”
i.e., a distance below which the observed arrival distribution con-
tains information about the interaction of CRs with the medium
through which they propagate. The diffusion approximation ef-
fectively explains the observations beyond this horizon. Thus,
GeV–TeV CRs are an effective tool to probe magnetic fields
within the solar system (up to the heliotail; Desiati & Lazarian
2012). The multi-TeV region is important to study the CR prop-
agation in the local interstellar medium (LISM), whereas higher
energy CRs may reveal important features of the galactic mag-
netic fields. If electrons (e±) are considered, synchrotron energy
losses should be accounted for in defining the magnetic hori-
zon (remarkably closer than for protons of the same rigidity).
Apart from that, the line is the same and gives the importance of
any attempt to measure the anisotropy even in the e± channel.
The CR electron anisotropy was recently searched for by the
Fermi experiment (Ackermann et al. 2010), though with null
result.

Since 2009, “medium-scale” anisotropy (MSA) structures
were observed in the CR distribution down to angular scales as
wide as 10◦, although their origin is still unexplained (CR source
region, magnetic structures focusing CRs, etc; Amenomori et al.
2007; Abdo et al. 2008a; Iuppa et al. 2012a). They were observed
both in the northern and southern hemispheres at TeV energy and
they do not appear to be correlated with each other. The narrower
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the structures, the closer their origin, which explains the growing
interest toward this phenomenon (Desiati & Lazarian 2012;
Drury & Aharonian 2008; Salvati & Sacco 2008; Giacinti &
Sigl 2012).

Besides these CR signals, diffuse gamma-ray emission is
often measured by satellite experiments in the GeV range
(Ackermann et al. 2012) and extensive air-shower (EAS) arrays
observed the diffuse emission from the Galactic plane at TeV en-
ergy (Abdo et al. 2008b). Structures as wide as 10◦–20◦ must be
properly extracted from the background (the overwhelming CR
contribution or the average photon content) and the analysis
methods used to do that often rest on the same ideas exploited
to measure the CR anisotropy.

Detection techniques. Considering either the CR anisotropy
or the diffuse emission from the Galactic plane, the experimental
issue of properly detecting and estimating the intensity of a
signal as bright as 10−4 to 10−3 with respect to the average
isotropic flux of CRs must be dealt with.

It translates in estimating the exposure of the detector with
accuracy well below that threshold, to avoid detector effects that
mimic signals due to physics. Keeping the exposure map under
control down to ∼10−4 is a challenge even for the most stable
experiment, as unavoidable changes in the operating conditions
occur and online corrections cannot always be readily applied.
For both satellite experiments and ground-based detectors,
the envisaged solution is to estimate offline the exposure,
relying on statistical methods applied to the large data set
available.

Good results can be achieved by combining Monte Carlo
simulations and the record of the operating conditions (see, for
instance, Ackermann et al. 2012). Otherwise, if simulations do
not reach the needed accuracy, such as EAS experiments,3 or in
order to obtain a simulation-independent result, the exposure is
estimated from data by exploiting some (assumed) symmetries
in the data acquisition.

A number of data-driven methods for estimating the exposure
exist, although all of them are based on geometrical properties
of the detector acceptance (see, for instance, the “equi-zenith”
methods; Amenomori et al. 2005) and/or on the uniformity
of the trigger rate within a certain period (Alexandreas et al.
1993; Fleysher et al. 2004). As well pointed out by Fleysher
et al. (2004), these symmetries are assumed to be valid in some
conditions and such an assumption is part of the null-hypothesis
against which signals are tested.

Among all the techniques that experimenters developed to
estimate the exposure, this paper focuses on those based on
the time average of collected data. Whatever its particular
implementation, any time-average method (TAM) relies on
the assumption that in order for the signal to be interpreted
as background, it can be filtered out by averaging the event
rate in a certain time window. The time average can be per-
formed directly, i.e., by integrating the event rate within the
time window and then dividing by the window width (di-
rect integration method), or by using Monte Carlo techniques.
In the latter case, each event is associated with a number
N of “fake” events having all the same experimental char-
acteristics but different arrival times, sampled according to
the measured trigger rate. After “time swapping” (or “shuf-
fling” or “scrambling”), the oversampling factor N is accounted

3 The important effect of temperature and pressure variations on the
atmospheric depth and, consequently, on the trigger efficiency of EAS arrays
cannot be taken into account down to 10−4 to 10−3.

for and the final result makes this approach equivalent to
the direct integration method. Actually, the only difference is
that the integration is performed via Monte Carlo instead of
directly.

The use of TAMs is favored by the property well known in
signal processing for which smoothing out a signal with a top-
hat kernel as wide as T strongly suppresses signals narrower
than T. As a consequence, the smoothed signal will contain
only signals wider than T, so subtracting it from the actual
signal is the same as saving only contributions from frequencies
higher than 1/T . As will be discussed more formally in the
following sections, TAMs worked effectively for point-like and
quasi-point-like gamma-ray sources, because in these cases a
suitable time interval around the source can be excluded from
the integration. The time average alongside the excluded region
is a quite robust estimation of the exposure—i.e., through
a simple scaling with the average trigger rate—of the CR
background.

Attention to TAMs has recently increased because of their
application to detect medium-scale excesses on top of the large-
scale CR anisotropy. The Milagro collaboration first tried to
“adapt” the direct integration method for studies on small to
intermediate scales (10◦–30◦; Abdo et al. 2008a). The attempt
came from the assertion that averaging for a time interval T
correspondingly makes the analysis insensitive to structures
wider than 15◦ T/1 hr in right ascension. Afterward, other
experiments applied TAMs for anisotropy studies, either to
estimate the over-all exposure or to focus the analysis on a
certain angular scale (Guillian et al. 2007; Ackermann et al.
2010; Abbasi et al. 2011; Iuppa et al. 2012a). In some cases,
the property of filtering out larger structures became the main
reason why TAMs were used, although no detailed discussion
has been made on the potential biases of these techniques in
filtering the large-scale structures.

This paper presents a series of simple calculations and obser-
vations on the filtering properties of TAMs. As they are applied
in a variety of experiments having different operating modes,
sky-coverage, and trigger rate stability, a general treatment of
the matter is impossible. In order to account for a specific ex-
perimental layout, the authors made use of a virtual EAS array
similar to the ARGO-YBJ experiment (Bartoli et al. 2011a),
whereas to discuss a likely case of underlying large-scale struc-
ture the model of the LSA of CRs as given in Amenomori et al.
(2007) has been used.

Statistical effects were not considered, i.e., no Poissonian
fluctuations around the average event content of each pixel
were accounted for. In fact, this contribution is to outline some
major potential systematic effects, intrinsic to the application
of TAMs, regardless of whether or not the number of events is
sufficient to make them visible.

This paper is organized as follows. In Section 2 an intro-
duction on TAMs as exposure estimation methods is given.
Section 3 is a brief interlude that demonstrates a conse-
quence of data normalization along the right ascension to be
considered for all further discussions, though mostly affect-
ing the � = 1, 2, 3 components of the signal. In Section 4,
the effect of TAMs on the signal to be detected are intro-
duced, mostly for what concerns the reduction of the inten-
sity and the appearance of border effects. Section 5 finally
provides quantitative information on the residual contribution
from filtered components and the signal distortion due to
the method. Some concluding remarks are given in the last
section.
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2. EXPOSURE CALCULATION WITH TAMs

From an experimental viewpoint, the observation of excess
(or deficit) effects at a level of 10−4 is a difficult task, because
of the intrinsic uncertainty that CR apparatus has to cope with
in estimating the exposure. For EAS arrays the atmosphere is
part of the detector itself and data must be handled with care to
avoid the atmospheric change mimicing a signal somewhere in
the sky. For detectors on-board satellites, no atmosphere effects
are present but trigger rate variations persist related to changing
conditions along the orbit.

In general, assuming that there is an isotropic charged CR flux
overwhelming all the other signals, the exposure is estimated by
assuming that it is proportional to the integrated CR flux. In this
way, the exposure estimation problem is posed as a CR-counting
problem.

Hereafter, the number of events collected (or computed) in
the solid angle dΩ centered around Ω = (θ, φ) in the local
frame, in the time interval [t, t + dt), will be written as

dN(Ω, t)

dt

(
= d2N (Ω, t)

dΩ dt

)
to lighten the notation.

2.1. Point-like and Quasi-point-like Sources

For point-like or quasi-point-like sources, TAMs are usu-
ally applied to estimate the exposure (i.e., the expected back-
ground CR rate) from a certain direction of the sky. They are
an evolution of the elder “on–off” method and rely on the as-
sumption that the CR flux from a given direction Ω in the local
reference frame is practically constant during short time periods.
In other words, the average count from Ω = (θ, φ) during the
interval T is quite a good approximation of the CR number Ncr:

dNb(Ω, t)

dt
� dÑb(Ω, t)

dt
=

〈
dNev(Ω, t)

dt

〉
w,T

, (1)

where Nb is the actual (unknown) background CR number, Ñb

is the estimated one, and Nev indicates the number of measured
events. The average is computed in the time interval T and using
the kernel function w, so that〈

dNev(Ω, t)

dt

〉
w,T

=
∫ t+T/2
t−T/2 dτ dNev(Ω,τ )

dτ
w(τ )∫ t+T/2

t−T/2 dτ w(τ )
. (2)

If the source contribution is not excluded, the function w(τ ) in
Equation (2) is the trigger rate and accounts for overall variations
in the acquisition regime:

dτ w(τ ) = dτ

[∫
FOV

dΩ
dNev(Ω, t)

dt

]
t=τ

. (3)

The integration is carried out numerically, with the direct
integration or the time swapping method (see the Introduction).

The following sections of this paper will focus on the
role of dNev/dτ in the estimate (2), as this quantity is the
sum of different contributions and the problem of a proper
separation of the signal in the angular domain via TAMs must
be approached by considering the time properties of dNev/dτ .
However, before that, two other aspects of Equations (1) and (2)
should be made explicit.

1. Time interval. The quality of the approximation is related to
the difference between Nb(Ω, t) and Ñb(Ω, t) (1), i.e., how
representative the time average is of each instant CR flux.
If the time window T chosen is too wide, the geometrical
distribution of the CR arrival directions may significantly
change due to atmospheric effects. Some changes in the
detector operating regime may have the same effect, making
the dNev/dτ distribution not uniform.

2. Source exclusion. The source contribution should be
excluded from the time average. Mathematically, the
weight (3) must be replaced by wse(τ ):

w(τ ) −→ wse(τ ) =
{

0 if Ω ∈ Dsrc(τ )
w(τ ) otherwise , (4)

where Dsrc(τ ) indicates a confidence solid angle around the
source at the time τ .

As far as the time window is concerned, the acquisition
of EAS arrays is not stable for periods longer than 2–3 hr, as
climatic changes affect either the arrival direction distribution
of CR or the detector response to the incoming radiation. There
are far minor problems for underground experiments or neutrino
observatories where even longer times are used in the literature
(up to 24 hr; Abbasi et al. 2011). Nonetheless, time intervals
as short as 4 hr or less are also used in some of these cases to
extract small-scale signals. Satellite-borne detectors are usually
so stable to allow to the authors to shuffle events within the
whole data set available (up to few years), so that the analysis
does not suffer the pitfalls described below (Ackermann et al.
2010).

About the source exclusion, the solid angle to be excluded
around the source is related to the detector angular resolution.
A safe choice might be two or three times the average angular
resolution plus the source intrinsic extension. If a 2◦ wide source
is observed with an angular resolution of 1◦, a safe exclusion
region of 6◦–8◦ around it can be set. If the region is populated
of other known sources, the definition of the exclusion region
obviously must be adapted.

For all experiments surveying the sky, the FOV does not co-
incide with the portion of the celestial sphere to be investigated.
They exploit the rotation of the laboratory frame with respect
to the sidereal frame to get the project coverage. In this sense,
all time spans may be translated into angular intervals mea-
sured in the sidereal frame. If the laboratory rotates around the
Earth axis (ground-based experiments), time intervals are R.A.
intervals. Depending on the rotation of the laboratory frame in
the sidereal frame, 1 hr may correspond to ∼15◦ in R.A. for
a ground-based detector or ∼240◦ in the orbit plane of a low
Earth circular orbit satellite. For the IceCube detector at the
South Pole, the sky portion observed is always the same and
time-flow simply brings a rotation with respect to the celestial
coordinates. For ground-based detectors, 2–3 hr correspond to
30◦–45◦ and enough statistics is left to allow the source exclu-
sion (∼50%–80% of the events inside the time window T can be
used). In the literature, typical values are found to be T = 2 hr
for the time interval and Δ = 6◦ for the exclusion region width
(Fleysher et al. 2004; Bartoli et al. 2011b).

2.2. Wider Structures

If wider structures are considered, the two conditions of the
previous section cannot be fulfilled at the same time. In fact, the
off-source integration interval becomes narrower than the source
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extension, thus making the on/off source event ratio too high
and introducing large fluctuations in the exposure estimation.

This is true for a number of structures having physical exten-
sions wider than few degrees. For instance, when experiments
such as Milagro or ARGO-YBJ measure the diffuse emission
from the Galactic plane, the source exclusion region is usually
a ±5◦ Galactic latitude belt around the plane. Studies of sys-
tematics are performed by extending the region up to ±10◦, ob-
taining a non-negligible contribution to the uncertainty (∼10%;
Abdo et al. 2008b). The ±5◦ choice gives fewer fluctuations
but probably still includes some signal events in the background
estimation. On the contrary, the ±10◦ is a safer choice for what
concerns the source exclusion, at the expense of the statistics.4

Quoting this effect as a source of systematics is still acceptable
because the experiments do not have the sensitivity to extend
the measurement up to 10◦–15◦ from the Galactic plane. Per-
haps next-generation experiments will have it and it will not be
possible to exclude the whole region of interest when apply-
ing TAMs.

A similar point holds for the MSA regions, often wider than
20◦, for which the source exclusion is not applicable.

In these cases, the signal intensity is reduced by a factor
ρ depending on the signal and the background morphology,
as well as on the time window chosen to apply the TAM. For
uniform background, uniform source with extension TS in local
hour angle and time window T, it holds ρ = 1 − TS/T .

3. TAMs AND LSA

Before coping with the filtering properties of TAMs, we
discuss here the effect of TAMs on the measurement of the LSA
of CRs. Actually, no modern experiment except for IceCube
used TAMs to estimate the exposure (Abbasi et al. 2011) for
all-scale analysis, because it would mean to average along 24 hr
and to face all the issues of detector stability addressed in the
previous section. Nonetheless, the result reported here is also
valid for all the other measurements of the CR anisotropy, e.g.,
“equi-zenith” (Amenomori et al. 2005) or “forward–backward”
(Abdo et al. 2009). In fact, a common device to bypass the
ignorance of the absolute detection efficiency as a function of
the arrival zenith angle (i.e., of the declination) is to set the
average flux of CRs detected in a certain zenith (declination)
belt to a certain value, and use the same for all different belts. In
other words, deviations from the isotropy are not measured with
respect to the average over the whole sky observed, as to do that
the efficiency of the detector as a function of the zenith must
be properly accounted for. Conversely, the reference average is
computed along each zenith belt.

We show here that this solution introduces a degeneracy in
the measurement of the anisotropy, i.e., m = 0 components of
the signal are suppressed.

If the signal is looked at as a distribution f (θ, φ) on the sphere,
the act of normalizing the average content of each declination
belt to zero can be written as the operator S:

f (θ, φ) →S f ′(θ, φ) = f (θ, φ) − 1

2π

∫ 2π

0
dφ f (θ, φ),

where the f ′ distribution is the measured one, which differs from
the “true” f for the average 〈f 〉θ = 1/2

∫ 2π

0 dφ f (θ, φ). We can

4 Note that ±10◦ in Galactic latitude corresponds to a varying R.A. interval,
as the Galactic plane is not oriented along the celestial equator.

consider the spherical harmonics expansion of the f distribution:

f (θ, φ) =
∞∑

�=0

�∑
m=−�

a�
m Ym

� (θ, φ)

and considering in a closer detail the effect of the average on
the signal. In fact,∫ 2π

0
dφ Ym

� (θ, φ) =
{

0 if m �= 0
Ym

� (θ, φ) if m = 0 .

Using the last result, f ′ can be rewritten as

f ′(θ, φ) = f (θ, φ) −
∞∑

�=0

a�
0 Y 0

� (θ, φ), (5)

where the degeneracy is made explicit. In fact, all terms with
m = 0 are suppressed by the experimental technique applied,
what is more important as the multipole order � gets lower.

If the sky is only partially observed, further effects arise due
to the non-uniform exposure. In fact, if the number of events
strongly depends on the declination or other preferred directions,
significant deviations from isotropy might be observed only in
certain regions of the FOV.

A representation of the effect just described is given for
� = 1, 2 in Figures 1 and 2.

4. FILTERING PROPERTIES OF TAMs

As time is a synonym for R.A., TAMs average signals along
the R.A. direction, i.e., they enjoy the property of filtering out
large-scale contributions to the signal.

If we have a data series xk (k = 1, 2, . . . ,N ) and we compute
for each point the average:

ξn = 1

N

n+N/2∑
k=n−N/2

xk (N � N ) (6)

k = k ± N if k < 1 or k > N ), then the difference x − ξ will
maintain intact all structures narrower than N, whereas all
features much wider than N will be suppressed. In Figure 3
we show the results of a toy numerical estimation of the time-
average effect on the signal intensity estimation for different
angular scales. The red curve clearly shows that the average
along ΔT preserves signals on narrower angular scales and
strongly reduces wider contributions. Figure 3 triggers some
other considerations. First the excess (or the deficit) is observed
as less intense than it really is. This bias can be avoided by
excluding the source region, which is impossible for structures
wider than half the time-window extension. A second important
issue (related to the first one) is that fake deficit zones are
rendered around true excesses and, vice versa, fake excesses
are seen around true deficits. The importance of this problem
lays in the absolute lack of knowledge a priori of which signal
is true and which is not. The problem is present mostly for
structures coming from reducing wider features than for really
narrow signals. If the actual signal is well separated in the
harmonic space from the wider structure to be suppressed, it
may be possible to observe it also without any filter, i.e., just
by considering the R.A. distribution like in Abdo et al. (2008a).
On the other hand, if some hypothesis can be made (from the
literature or from independent data about the detector exposure),
the effect of such underlying larger-scale signals can be easily
estimated and quoted as systematic uncertainty of the final
measurement.
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(a)

(b)

(c)

Figure 1. Effect of the R.A. normalization on a dipole signal. Figure 1(a)
represents the input dipole signal, as intense as 0.1. The dipole vector points
at (θ = 63◦, φ = 243◦). Figure 1(b) represents the dipole reconstructed with
methods normalizing the average content in each decl. belt to zero. The dipole
vector points at (θ = 90◦, φ = 243◦) and the intensity is 0.089. Figure 1(c)
represents the difference between the input map and the reconstructed one,
which turns out to be a dipole as intense as 0.045, pointing at θ = 0◦. Note that
0.0892 + 0.0452 = 0.12.

(A color version of this figure is available in the online journal.)

5. TAMs AND MSA

The study of the MSA in the arrival distribution of CR can be
approached with different methods.

Likely the most orthodox way is to evaluate the exposure
with techniques sensitive to any angular scale and then apply the
spherical harmonics analysis to filter out the signal. The use of
the a�m coefficients prevents any contamination from harmonic
regions other than those selected with the (�,m) numbers and
allows us to define the degree of anisotropy in a (mathematically)
robust way.

(a)

(b)

(c)

Figure 2. Effect of the R.A. normalization on a quadrupole signal. Figure 2(a)
represents the input quadrupole signal. Figure 2(b) represents the quadrupole
reconstructed with methods normalizing the average content in each decl. belt
to zero. Figure 2(c) represents the difference between the input map and the
reconstructed one, which turns out to be proportional to the Y 2

0 (θ, φ) function.

(A color version of this figure is available in the online journal.)

Another approach, still starting from an all-scale-sensitive
estimation of the exposure, is to estimate the dipole and
quadrupole components of the measured CR distribution, to
subtract them from the experimental distribution, and to focus on
the residuals at scales less than 90◦. For such narrower signals,
the analysis is carried out in the real domain.

These two methods enjoy the uncontested feature of properly
filtering the signal from scales larger than or equal to 90◦,
although some problems exist due to the partial coverage of
the sphere by the experimental data. In fact, either the a�m

expansion or the dipole–quadrupole determination are achieved
with fit procedures over the whole sphere: the part of the sky
that is devoid of data must be suitably masked and the lack of
information unavoidably reflects upon the error associated with
the intensity and the structure position on the sphere.
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(c)

Figure 3. Simulation of the effect of the time average on the estimate of the intensity of signals of different angular extensions. The central highest signal peaks around
12 hr, another signal is visible in the spike around 15 hr and is represented by the blue curve in the zoom (b). One more signal, around 20 hr, is also represented in the
zoom (c). Black curve: sum of all the signals. Red curve: the signal of the black curve as it would appear after the application of a 3 hr wide TAM. Blue curve: input
signal centered at R.A. = 15 hr.

(A color version of this figure is available in the online journal.)

Moreover, both the a�m and the dipole–quadrupole methods
rely on an estimation of the exposure all over the angular scales,
which implies that they can filter out the LSA only if it is properly
detected. If the all-scale analysis revealed some systematics
for the LSA, it would be difficult to make sense from an a�m

expansion of such a signal.
On the other hand, we already hinted that the application

of time-average techniques to obtain the MSA signal would
introduce systematics on the flux estimation, as well as the bias
of filtering only along the R.A. direction.

Nevertheless, two arguments are in favor of these
techniques:

1. They do not inherit systematics from effects present below
the angular scale they are set to filter out. In this sense, no
Compton–Getting interference is expected, either influence
or artifacts induced by large-scale atmospheric effects,
which instead were demonstrated to be relevant for the LSA
analysis; in fact, systematics introduced in misinterpreting
the detector performance usually affect the whole sky, being
hardly responsible for localized features;

2. The amplitude of the systematics described above, i.e., the
residuals from the LSA structures, can be evaluated with
Monte Carlo simulations if independent measurements or
robust models are available.

5.1. Residuals of Underlying Large-scale Structures

Before considering how TAMs reconstruct extended signals
like the MSA, i.e., which effects the analysis technique has
on the intensity and the shape of the signal under observation,
it is worth investigating the residual effect of the underlying
large-scale structures, which are strongly suppressed by the time
average.

Signal gradient along the RA direction. The result of the TAM
depends on the signal to which it is applied, so that no prediction
is possible if the signal in toto is not considered. Nonetheless,
it is convenient to focus on two characteristics of the signal
separately, i.e., the extension and the gradient along the R.A.
direction. It is easy to assess that the gradient of the estimated
background is proportional to the difference of the signal
gradient at the boundaries of the time-average window:

d

dt

〈
dNev(Ω, t)

dt

〉
w,T

� k

T

(
dNev(Ω, τ )

dτ

∣∣∣∣
τ=t+T/2

− dNev(Ω, τ )

dτ

∣∣∣∣
τ=t−T/2

)
. (7)

The constant k depends on the kernel function used.5 In the
numerical implementation, if a “top-hat” kernel is used, it

5 It must be symmetric in time, i.e., w(τ ) = w(−τ ).
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Figure 4. Toy-calculation to highlight the relevance of the gradient along the
R.A. direction of the signal under study. Top panel: a 6 hr wide signal as
intense as 10−3 with respect to the underlying flat background was simulated
to rise up with different slope; bottom panel: the signal as reconstructed after
the TAM-calculated background subtraction (time window: 3 hr).

(A color version of this figure is available in the online journal.)

turns out to be k = 1. The equality does not hold because
of the denominator in Equation (2), introducing second-order
corrections in dNev(Ω, t)/dt . Equation (7) can be solved by
thinking of a discrete implementation of the TAM, where a
moving time window passes from the ith time bin to the (i+1)th.
The content of the bin centered at ti+1 + T/2 is included in the
background estimation in place of the content of the bin centered
at ti − T/2.

A simple representation of this effect is given in Figure 4. The
top panel represents a large-scale excess as intense as I = 10−3

with respect to the isotropic CR flux, drawn according to the
equation:

dNev(Ω, t)

dt

= I

2

[
tanh

(
t − α0 + Δα/2

w

)
− tanh

(
t − α0 − Δα/2

w

)]
.

The signal center is fixed at α0 = 12 hr, the width at Δα = 6 hr,
and the signal gradient constant 1/w changes from ∞ to
1/1.5 hr−1 (black to green curves). The bottom panel reports
how a TAM (top-hat kernel, time window: 3 hr) would filter
each signal of the panel above. Residuals of the large-scale
signal remain, whose intensity strongly depends on the signal
gradient. For a non-physical signal like the black one (w = 0),
border effects as intense as half the input signal are visible.
These effects are reduced below 10% of the input intensity if
the signal gradient along R.A. is less than 1 hr−1. It can be
noticed that residuals are of both positive and negative natures.

The maximum intensity of the residuals and their extension
(intended as the width of the intervals wherein they are always
above or below 5% of the input signal intensity) are reported in
Table 1. Note that the width is never above 3 hr, i.e., the time
window used in the analysis.

The effect of the LSA on the time-average exposure estimation.
In the last section it was shown how important is the gradient
of the large-scale signal intended to be filtered out with TAMs.
Results were given for a toy-calculation with the purpose of
enhancing potential biases of the analysis.

The aim of this section is to evaluate the effect of the residual
contribution of a large-scale signal whose nature is closer to re-
ality. Once again, the result was achieved with numerical calcu-
lations, and the algorithm applied is described in the following.

Table 1
Intensity and Extension of Residuals Reported in the Bottom Panel of Figure 4

Signal Gradient Amplitude of Width of
(hr−1) Residuals (×10−4) Residuals (hr)

∞ 5.0 1.5
1/0.25 3.3 1.7
1/0.5 2.2 2.2
1 1.0 3.0
1/1.5 0.5 3.0

LSA parameterization. To avoid introducing any circular bias,
we used the parameterization of the LSA given by the Tibet-ASγ
collaboration in Amenomori et al. (2010). The authors model
their observation with two structures: a global and a medium
anisotropy. The former signal is what is commonly referred to
as LSA, whereas the second one lies on smaller scales and is
part of the signal for which the methods discussed in this paper
are tuned. It is worth noting here that the best fit of the model
(Amenomori et al. 2010) is given after the normalization of data
along each declination band (see Section 3).

Exposure simulation. The detector exposure was simulated
by using the local CR distribution obtained for a flat ground-
based detector, with a standard atmosphere absorption model
(dN/dθ = I0 exp(−k/ cos θ ), with k = 4.8). After time
discretization, the local CR distribution was computed for each
time bin in the sidereal day and transposed in equatorial
coordinates. The exposure map showed the characteristic feature
of a maximum at a decl. few degrees above the experiment
latitude (30◦ N), fading away at the FOV decl. limits. As the
calculus was performed with events arriving within θ = 50◦,
the reference decl. band for this analysis is −20◦ ↔ 80◦.

Event simulation. As previously noted, in order to exclude
uncertainties due to statistics, the event map was not filled by
following a Poissonian distribution, but using the average value
expected from the numerical integration of the local distribution
function. This is why no fluctuations are visible in the R.A.
profile. The actual background map was obtained with the same
solution: to avoid any fluctuations, any pixel was filled with
the product of the exposure times the total number of detected
events.

Estimated background. The estimated background map was
obtained from the event map, i.e., from the sky picture contain-
ing the LSA signal. The content of each pixel was replaced with
the average content of all pixel less distant than T/2. The TAM
was repeated for all values of T from 1 to 24 hr. Results for 1,
2, 3, 4, 6, 12, and 24 hr will be reported only.

The Healpix “ring” pixelization scheme was used (Gorski
et al. 2005).

Anticipating Section 5.2, we note that the angular distance
between pixels is the same throughout the sphere, but the R.A.
distance increases when the pixels under consideration are close
to the poles. Consequently, as the interval for the average is set
in the R.A. space, the computation at low decl. values is carried
out on more pixels than at higher decl. The methods becomes
ineffective when the number of pixels at a certain decl. is such
that the average along a certain ΔT is the pixel itself, making
the background equal to the signal. The effect is small for decl.
δ < 45◦ and T > 3 hr = 60◦, but is important above δ = 70◦,
mostly for T � 2 hr.

Figure 5 reports the result of the calculus for different
decl. bands. The plots were obtained by projecting data of the
event map (dNev/dt abbreviated with e in the figure) and the
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Figure 5. LSA simulation for different decl. bands: (a) −20◦ ↔ 0◦; (b) 0◦ ↔ 20◦; (c) 20◦ ↔ 40◦; (d) 40◦ ↔ 60◦; (e) 60◦ ↔ 80◦. Different curves represent different
time-average windows (see the legend for details).

(A color version of this figure is available in the online journal.)

estimated background map (dÑb/dt → b) in the declination
interval indicated, then by calculating for each bin the ratio
(e−b)/b. In every plot, the black curve represents the input LSA
signal after the R.A. normalization. As no detector-induced
effects or statistical fluctuations are considered, the gray curve
perfectly fits with it, representing the signal as it would be
observed with an all-scale-sensitive TAM (T = 24 hr). The
other curves represent what remains of the LSA structure when
the T -wide filter is applied. It can be appreciated how the LSA
is practically suppressed for T � 4 hr. Table 2 reports the
absolute maximum deviation of the LSA-induced signal from
the zero-reference-value as a function of the decl. band and

the time-average window, in units of 10−4. It is worth noting
that the maximum effect occurs at the maxima of the LSA,
so that for medium-scale structures observed in other regions
than those maxima, such an effect is far less than reported in
Table 2.

Figure 5 shows how weak the effect of the LSA is when
structures narrower than 45◦ are looked for. If the numbers
of Table 2 are considered, together with the typical intensity
quoted for the MSA emission (4 × 10−4 to 10−3 relative to CR
isotropic flux, with T � 3 hr; Abdo et al. 2008a; Iuppa et al.
2012a; Abbasi et al. 2011), systematic residuals from the LSA
after the TAM are proved to be less than 20%.
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Table 2
Systematic Error Induced by the Time-average Filtering Method

Used in the Analysis

Decl. Systematic
Band Error (×10−4)

1 hr 2 hr 3 hr 4 hr 6 hr

−20◦ ↔ 0◦ 0.07 0.29 0.7 1.1 2.4
0◦ ↔ 20◦ 0.06 0.26 0.6 1.0 2.1
20◦ ↔ 40◦ 0.05 0.20 0.4 0.8 1.6
40◦ ↔ 60◦ 0.04 0.14 0.3 0.5 1.1
60◦ ↔ 80◦ 0.016 0.06 0.14 0.25 0.5

Note. The LSA was parameterized according to the “global anisotropy” given
in Amenomori et al. (2010).

5.2. Reconstruction of MSA Structures

As the signal to be resolved is not excluded in the background
computation, distortions will appear in its reconstruction. From
the previous section it should be clear that the effect of the
TAM depends on the actual shape of the event distribution,
whose composition is not known a priori, i.e., the signal
and background are not known. After considering how the
underlying wider structures affect the analysis, we describe here
the relation between the actual and reconstructed signals. The
results are obtained by considering a top-hat one-dimensional
signal to which TAMs with different time windows are applied.
The background is assumed to be constant, which is equivalent
to assuming that the larger-scale structures are well separated
in the harmonic space from the MSA. In this sense, it should
be noted that the calculation is the same as that reported in the
study of the R.A. gradient, with the important difference that the
ratio of the signal width to the time window was greater than 1
there, but it is smaller here.

The issue of the actual angular size of the signal and that of
the reduction of the intensity are addressed.

Signal extension and declination. If it is true that time is the
same of R.A., so that time average corresponds to R.A. average,
it does not mean that the filtering properties of TAMs are the
same all over the sphere. In fact, the angle ψ between two events
having coordinates (α1, δ) and (α2, δ) depends on δ:

cos ψ = sin2 δ + cos2 δ cos(α1 − α2). (8)

Equation (8) clearly shows the dependence of ψ on δ (as
expected, ψ = 0◦ if δ = 90◦). As a consequence, the effect of
any filter working in the R.A. space will be different according
to the declination band: a top-hat filter 45◦ wide in R.A.,
corresponds to a top-hat filter 31.◦4 wide. A representation of
Equation (8) for α1 − α2 = 45◦ is given in Figure 6.

This is the reason why TAMs tend to return increasingly
narrow structures as declination bands farther from δ = 0◦ are
considered.

Signal reduction. We consider a signal with intensity dNs/dt
and width w (in R.A.), above a flat background with intensity
dNb/dt . It is analyzed with a TAM with time window T.
The (measured) event content is indicated with dNe/dt . The
reconstructed signal a′

a′ = dNe/dt − dNb′/dt

dNb′/dt

can be compared with the actual one

a = dNe/dt − dNb/dt

dNb/dt
= dNs/dt

dNb/dt
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Figure 6. Angular distance between two points on the sphere having R.A.
coordinates shifted 45◦ from each other, as a function of the declination. The
vertical lines enclose the declination region for which many computations of
this paper were made.

(A color version of this figure is available in the online journal.)

by studying the ratio α = a′/a. The ratio will depend on
the ratio ρ = w/T and on a itself. It is easy to demonstrate
that for 0 < ρ � 1 and ρa � 1 (conditions fulfilled for the
measured MSA intensity) it holds:

α � (1 − ρ)(1 + ρ a) � 1 − ρ, (9)

i.e., the reduction of the signal intensity depends linearly on the
ratio ρ.

Equation (9) makes explicit one of the major uncertainty
induced by TAMs: since the signal width is something to
be determined, the choice of the time window to be used
must be externally directed (i.e., after experimental trials or
other measurements from literature). It is worth recalling that
relation (9) is obtained for a particular (and non-physical) case
and it gives an upper limit of the dependence of the signal
reduction on the quantities ρ and α.

6. CONCLUSIONS

This paper is intended to contribute to the study of the
analysis methods implemented to observe extended signals in
the CR arrival direction distribution. In particular, it focuses on
the time-average-based methods applied when the source can-
not be excluded, and it points out how they undoubtedly enjoy
properties of filtering in the R.A. direction, at the expense of im-
portant spurious effects introduced in the signal reconstruction,
for both what concerns its intensity and its shape. Experiments
such as Milagro, IceCube, and ARGO-YBJ made use of these
methods in the past decade (Abdo et al. 2008a; Iuppa et al.
2012a; Abbasi et al. 2011).

On the important point of potential residual effects coming
from larger signals, which are supposed to be filtered out, it has
been shown that they depend on the gradient of such signals,
rather than on their intensity, which makes the bias from the
known underlying LSA very small.

Known distortions of the reconstructed signal were analyzed,
giving numerical information about the intensity reduction, the
presence of border effects (deficits around excesses and vice
versa), and a sort of “reshaping” due to the filter acting only
along the R.A. direction.

We conclude that the detection of medium and small struc-
tures with TAMs may hardly mimic fake signals more intense
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than 2 × 10−4 with respect to the average isotropic CR flux.
Nonetheless, if more detailed studies are attempted, such as
energy spectrum (i.e., signal intensity) or morphology, care is
needed in considering systematic effects introduced by TAMs.
In the near future, experiments (Abbasi et al. 2011; Abeysekara
et al. 2012; Cao 2010) will have the sensitivity to go below the
10−4 level, which will make the choice of TAMs increasingly
less effective.

In this sense, medium- and small-scale CR anisotropy are best
searched for if a full-scale analysis is applied, with standard
spherical harmonics or wavelet techniques (Iuppa et al. 2012b)
allowing the authors to focus on well-defined regions in the
harmonic space. The possibility of this approach is related to
the capability of controlling the detector exposure down to the
level of the signal to be observed, i.e., accounting for detector
and environment effects as precisely as 10−4 to 10−3. Because
of this, TAMs, if carefully implemented, can still be considered a
good compromise for current experiments, which are controlled
to this level but do not yet have the sensitivity to detect signals
as low as 10−5.
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