Absolute-energy-scale calibration of ARGO-YBJ for light primaries in multi-TeV region with the Moon shadow observation
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Abstract

In 2011 ARGO-YBJ experiment has reported a work to study the absolute rigidity scale of the primary cosmic ray particles based on the Moon’s shadow observation. Given the progress in high energy hadronic interaction models with LHC data, in cosmic ray chemical composition measurement and in experimental data accumulation, more updates can be researched. This paper aims to further disentangle the composition dependence in absolute-energy-scale calibration by using specific moon-shadow data which mainly is comprised of light component cosmic rays. Results show that, 17% energy scale error is estimated from...
1. Introduction

Energy calibration has always been a hard task in air shower array experiments. The main issues focus on the fluctuation of air shower development and the hadron interactions in the very forward region which are not well modeled so far. For a long time, at the energy range of as high as 10 TeV-1 PeV, a normalization or a reference point offered by the direct measurement experiments, such as satellite or balloon-borne detectors is usually used. However, constrained by their small geometrical acceptance, the space experiments usually lack statistics in higher energy thus, the connection between the direct measurement and air shower array is not big enough to cover large ranges for a good calibration.

In this paper, we report another idea about energy calibration in high altitude-based air shower arrays using moon shadow at TeV energies. The so-called moon shadow, which is the phenomenon that cosmic rays are hampered by the moon and a deficit in its direction is expected by detectors, was firstly predicted by Clark in 1957 [1]. This effect has been observed by many different experiments such as typical air shower experiment, Cygnus [2], neutrino experiment, IceCube [3] and muon detectors, MINOS [4]. Measurement of the moon shadow may provide many useful information. For example, it can allow us to measure the point spread function of the detector and to estimate the antiproton-proton ratio at TeV energies. In 2012 the ARGO-YBJ experiment has reported [5] lowest upper limits to the antiproton/proton flux ratio in TeV region. This paper focuses on the calibration of the energy response of the detector based on this phenomenon. The position of cosmic-ray Moon shadow depends upon the paths of the particles through the geomagnetic field. Particles with a lower magnetic rigidity will be deflected more than particles with higher rigidity. Roughly speaking the Earth–Moon system can be considered as a spectrometer. In a first approximation, the amount of such displacement in the West–East direction can be calculated as $1.6 \, \text{cm}^2 \, \text{mg}^{-1}$. For 1 TeV proton, this is of the order of one degree and it turns to be less than 0.1° for cosmic rays energy higher than 10 TeV. Based on this aspect, papers [6,7] presented some works about absolute rigidity scale calibration without cosmic ray primary composition discrimination in the range of rigidity from 3 to 45 (TeV/Z). For example, Tibet air shower experiment [6] reported an energy scale with 12% uncertainty, which was mainly from high energy interaction model and the composition about primary cosmic rays.

Recently considerable progress in cosmic ray composition studies was established, such as the results by ATIC-2, CREAM and PAMELA [8–11]. With the update of high energy hadronic interaction models with the LHC data [12,18] and the lowering of the threshold energy of high altitude air shower arrays, further progresses could be achieved. ARGO-YBJ experiment is a good candidate in this respect. Its 4300 m a.s.l high altitude observation level and nearly full coverage RPC carpet detector allow us to measure cosmic ray moon shadow with a sufficiently low energy threshold and a good angular resolution at multi-TeV region, where the shift effect is sizable. To decrease charge dependence, further selection on primary composition has been applied. All these factors make it possible to measure TeV moon shadow induced by light primary (proton + helium like) particles. Using these dataset and based on MC simulation, a direct link between shower size and primary energy could be established. To validate this calibration energy, the primary proton+helium energy spectrum using the same dataset in the energy between 2 TeV to 50 TeV are also reported. The paper is organized as follows. The ARGO-YBJ detector is introduced in Section 2. Detailed descriptions of the adopted geomagnetic field and of the used Monte Carlo simulations for air showers and detector response are provided in Section 3, followed by descriptions of the reconstruction procedure, data quality cuts and the details about cosmic ray light component selection in Section 4. The analysis steps to measure the moon shadow induced by light components are reported in Section 5. The energy calibration and the uncertainties in the reconstructed energy are presented in Section 6. In Section 7, two cross checks are presented including the measurement of light component cosmic ray spectrum in the multi-TeV energy range by using the same dataset. Finally, a short conclusion and a future outlook is discussed in Section 8.

2. The ARGO-YBJ detector

The ARGO-YBJ detector is located at the Yang-Ba-Jing Cosmic Ray Observatory (Tibet, China, $30.11^\circ$N, $90.53^\circ$E) at an altitude of 4300 m a.s.l., corresponding to a vertical atmospheric depth of 606 g/cm². It consists of a single layer of Resistive Plate Chambers (RPCs), with each RPC (2.8 $\times$ 1.25 m²) divided into ten basic detection units called pads (55.6 $\times$ 61.8 cm²). Each pad consists of eight digital readout strips. Twelve RPCs are grouped into a cluster (5.7 $\times$ 7.6 m²). The central carpet (78 $\times$ 74 m²) of the detector is fully covered by 130 clusters, whereas 23 clusters forms a guard ring surrounding the central carpet for a better shower core reconstruction. The whole array covers a total area of approximately 11,000 m². To extend the dynamic range, a charge read-out layer has been implemented by instrumenting each RPC with two large-sized pads called “big-pad” (140 $\times$ 122.5 cm² each) [13].

Two independent DAQ systems are implemented in the experiment: the scalar mode and the shower mode. In the current work, only the data from the shower mode are used. In this mode, the arrival time and fired strip pattern of each fired pad are recorded for subsequent geometric reconstruction. The trigger requires 20 fired pads within 420 ns triggering window. This results in a trigger rate is approximately 3.5 kHz [14]. The completed ARGO-YBJ detector has been collecting data since November 2007, and the operation ended in February 2013.

3. Monte Carlo simulation

An extensive Monte Carlo simulation has been carried out to reproduce the geomagnetic field, the air shower cascade development in the atmosphere, and the response in the ARGO-YBJ detector. For the geomagnetic field, the International Geomagnetic Reference Field 11th generation model (IGRF11) [15] is adopted to describe the Earth’s field. The CORSIKA-v7350 package [16] is used to simulate the propagation of the extensive air showers through the atmosphere. The low- and high-energy hadronic models used are FLUKA [17] and EPOS-LHC [18], respectively. All shower secondary particles have been tracked down to the energy threshold of 30 MeV for hadrons and muons and 1 MeV for electromagnetic particles. Five primary groups, including H, He, C-N-O, Mg-Al-Si and Iron, are simulated to account for a realistic chemical composition of primary cosmic rays. The energy spectrum of individual
primary elements is chosen according to the measurements of the CREAM experiment [9,10]. Concerning the detector trigger efficiency, the energy range of the incident cosmic ray is taken from 300 GeV to 1 PeV for proton and helium, and from 1 TeV to 1 PeV for the rest 3 groups. The directions of primary particles are generated along the Moon’s orbit, in a sky window of $10^\circ \times 10^\circ$ around the Moon’s direction in the local coordinate system, and the maximum zenith angle of moon is set as 40°. To improve the simulation efficiency, a back-tracking method is applied, i.e., the charges of the incident primary particles are reversed, and they are tracked backwards towards the Moon. If the primary cosmic ray hits the Moon, it becomes “moon shadow events”.

The named G4argo [19] software based on GEANT4 [20] package is used to simulate the detector response. The measured detector performances, the trigger logic, time resolution, electronic noises, relation between strip and pad multiplicities based on the experimental setting and measurement, are taken into account. To increase the statistics, each simulated air shower event is resampled ten times and the shower core location is randomly sampled within an area of $1500 \times 1500$ m² around the detector center.

4. Data selection and reconstruction

Data collected from Jan. 1, 2008 until Dec. 31, 2012 are used: the number of events is around $5 \times 10^{11}$. The shower core position is reconstructed using a fit of the shower lateral distribution to a Nishimura–Kamata–Greisen (NKG) like function. The arrival direction of each shower is estimated assuming a planar shower front in combination with a further conical correction to account for the curvature of the showers, where the conical slope is fixed to 0.03 ns/m.

4.1. Data quality cuts

To keep good reconstruction quality and select well-contained showers, the following cuts are applied for both the simulated samples and the experimental data:

1. Events should have at least 400 fired strips, i.e., $N_{\text{strips}} \geq 400$;
2. Events should have a zenith angle $\leq 35^\circ$. This cut is related to the moon orbit and is a compromise between statistical significance and shower attenuation. For larger zenith angle the observation time would increase but the signal of inclined showers at the ground would be strongly reduced. To keep the balance between these two competing factors, $\theta \leq 35^\circ$ is applied;
3. Reconstructed shower cores are located inside the area of $62 \times 62$ m² around the detector center;
4. For every shower event, a variable $R_{70}$ [21], was determined as the radius containing 70% of fired strips, centered around the reconstructed shower core position. By requiring the distance of the reconstructed shower core from the detector center (marked as $D_{22c}$) plus $R_{70}$ should be less than 50 m, i.e., $D_{22c} + R_{70} < 50$ m.

Cut 3 and 4 are introduced to select well reconstructed internal events. The simulation shows that, for proton induced air shower, the contribution ratio from the events located outside of the detector area is less than 4%, and this number is even smaller for other nuclei induced showers. Another purpose of cut 3+4 is to select well contained showers. Simulation results show that the core positions of $> 85\%$ selected events are located within a square of $21 \times 21$ m. These facts indicate that no obvious difference in the accuracy of the core reconstruction and angular resolution for the selected events was observed. Based on the simulation, the resolution of the shower core has been found to be around 10 m and the angular resolution is better than 0.8° when the number of fired strips, $N_{\text{strips}}$, is greater than 400.

4.2. Heavy component reduction

To reduce the contamination of non-light (C-N-O, Mg-Al-Si and Iron) species, a series of primary composition selection criteria are adopted. Compared to iron showers, for a given energy, showers of light nuclei (proton + Helium) penetrate deeper in the atmosphere. As a consequence, one would expect that the light nuclei showers exhibit a steeper and narrower lateral distribution. A variable, $\langle R \rangle$, named as mean lateral radius, is calculated to select light component showers on the base of this feature [22]. It is defined as: $\langle R \rangle = \sum N_i R_i$, where $N_i$ is the number of strips recorded by the $i$th fired pad, $R_i$ is the distance from this pad to the shower core. Fig. 1(a) shows the distribution of this variable and its RMS for light/non-light primaries as $N_{\text{strips}} < 10^4$, all quality cuts except composition cut (described in late text) have been used. In the calculation, a composition based on the measurements of the CREAM experiment is assumed; Proton and Helium form the light component while C-N-O, Mg-Al-Si and Iron are grouped together as the non-light component. As expected, for internal showers, when the energy increases, the average of $\langle R \rangle$ is quite stable, while the RMS value turns smaller, and $\langle R \rangle$ exhibits a weak dependence on $N_{\text{strips}}$. When cut 5 (named as composition cut), which requires $\langle R \rangle$ less than 24 m, is applied, the non-light CR contribution could be decreased to 2% at energy higher than 1 TeV. Fig. 1(b) shows the energy distribution of survived events. The contribution of events with energies larger than 100 TeV is less than 0.3%.

During the analysis on composition cut, two different selections have been tried. One selection with $N_{\text{strips}}$ dependence, such as $(\langle R \rangle/\text{m} + \log 10(N_{\text{strips}}))$, by requiring it less than 26, the simulation shows that no obvious difference existed in comparison with $\langle R \rangle$ value of less than 24 m. Another is to use $\langle R \rangle < 20$ m for
Table 1
Passing ratio of each individual quality cut, the experimental data and MC samples are shown in the bracket.

<table>
<thead>
<tr>
<th>Cut</th>
<th>Exp. data</th>
<th>MC samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Passing ratio</td>
<td>Passing ratio</td>
</tr>
<tr>
<td>cut 1+2: $N_{\text{strip}} \geq 400$ and $\theta &lt; 35^\circ$</td>
<td>100% (8.3 $\times 10^3$)</td>
<td>100% (11 $\times 10^3$)</td>
</tr>
<tr>
<td>cut 3: $</td>
<td>x</td>
<td>\leq 31$ m and $</td>
</tr>
<tr>
<td>cut 4: $D_{\text{Lis}} \times R_{\text{S}} &lt; 50$ m</td>
<td>46.1%</td>
<td>42.2%</td>
</tr>
<tr>
<td>cut 5: $(R) &lt; 24$ m</td>
<td>81.3%</td>
<td>80.5%</td>
</tr>
<tr>
<td>Cumulative passing ratio</td>
<td>12.0%</td>
<td>11.3%</td>
</tr>
</tbody>
</table>

high multiplicity internal, for example in $N_{\text{strip}} > 2000$ internal. It not only further reduced heavy component contamination, but also considerably lowered the significance of the moon shadow. Thus, to keep the balance between heavy component contamination and the statistics, an $(R)$ value of less than 24 m is the selected composition cut.

For all selected dataset, the ratio passing through the above individual cuts are shown in Table 1. The difference between experimental data and the simulation samples are treated as an indicator about a systematic uncertainty on the efficiency and will be discussed later in Section 7.2.

5. Analysis of the displacement of moon shadow in West-East direction

5.1. Measurement of moon shadow induced by light component cosmic rays

Light component events survived from cuts 1–5 selections are used to measure the displacement of Moon shadow in West-East direction. Hereafter these data are referred to as Light Moon Data (LMD). To extract the deficit events coming from the direction of the moon, an on-source sky map of size $10^\circ \times 10^\circ$ with grid size of $0.1^\circ \times 0.1^\circ$ around the moon in equatorial coordinate system is constructed. A direct integration method [23] is used to estimate the number of off-source events within each grid cell. To maximize the signal-to-noise ratio for every grid cell, a smooth method that summed up all events in a circular area centered the cell is used to represent its signal strength, while events are weighted by a Gaussian-shape point spread function. The statistical significance of the deficits is given by the formula taken by Li and Ma [24].

Fig. 2 shows the significance distribution in five intervals of strip multiplicity, 400–600, 600–1000, 1000–2000, 2000–3000 and $\geq 3000$. Table 2 shows the detailed numbers for the highest significance grid, such as the observed deficit in the grid, the number of off-source events, as well as the optimal angular radius relating the angular resolution and the statistical significance associated with the corresponding radius. As a result of the finite angular size of the lunar disc, the optimal radius does not completely reflect the angular resolution, details are shown in [7]. In the lowest $N_{\text{strip}}$ interval, it has an influence at the level of 1%, and the effect is 3% when $N_{\text{strip}}$ higher than 2000.

5.2. Displacement of moon shadow in West-East direction

The observed relative deficit event counts around the moon position along the West-East axis (RA direction) is shown in Fig. 3 for the above-mentioned five intervals of strip multiplicity. To obtain this result, the events contained in certain angular band parallel to the East-West axis and centered at the moon position are used. The width of these bands is two times the optimal radius shown in Table 2. The analysis shows different projection range which bring an uncertainty of 2%.

As expected, one can find that the peak position of the deficit counts is gradually shifted to the west with the decreasing of $N_{\text{strip}}$. The deficit counts turns narrower with the increasing of $N_{\text{strip}}$ because of the improvement of angular resolution. In the analysis these distributions are fit to a Gaussian function to estimate the position of the moon shadow. The mean of the Gaussian is regarded as the displacement of the moon in West-East direction. For the first two intervals, the fit range is taken in the interval $[-3^\circ$, $3^\circ]$. The range is reduced to $[-1.5^\circ$, $1.5^\circ]$ for the latter three cases. The fit parameters are shown in Table 3, the $\chi^2$/ndf close to 1 simply means that a single Gaussian function is good to describe the distributions. The Gaussian fit neglects the asymmetry as result of geomagnetic field bending. For example in the worst case, as shown in the lowest interval of multiplicity we expect that the effect could lead to a 0.02$^\circ$ difference in the position, at the level of its error bar, this number becomes negligible as $N_{\text{strip}}$ larger than

Table 2
Event deficit in the on-source bin ($\Delta N$), the number of events in the off-source bin ($N_{\text{eff}}$), the optimal angular radius ($\psi$), and the statistical significance of the deficit.

<table>
<thead>
<tr>
<th>$N_{\text{strip}}$</th>
<th>$\Delta N$</th>
<th>$N_{\text{eff}}$</th>
<th>$\psi$ (°)</th>
<th>Significance (\sigma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400–600</td>
<td>-1674</td>
<td>29,995</td>
<td>0.88</td>
<td>-9.8</td>
</tr>
<tr>
<td>600–1000</td>
<td>-2430</td>
<td>40,943</td>
<td>0.68</td>
<td>-12.1</td>
</tr>
<tr>
<td>1000–2000</td>
<td>-2964</td>
<td>46,561</td>
<td>0.56</td>
<td>-13.7</td>
</tr>
<tr>
<td>2000–3000</td>
<td>-1507</td>
<td>24,719</td>
<td>0.44</td>
<td>-9.8</td>
</tr>
<tr>
<td>$\geq$ 3000</td>
<td>-1983</td>
<td>35,738</td>
<td>0.44</td>
<td>-10.5</td>
</tr>
</tbody>
</table>

Fig. 2. Significance map observed with light moon data in five intervals of strip multiplicity, 400–600, 600–1000, 1000–2000, 2000–3000 and $\geq 3000$, from (a) to (e). The position of the moon is taken as the center of the coordinate system. The color scales show the level of significance of the deficit in terms of the standard deviation, i.e., $\sigma$. 
1000. We also estimate the effect due to different fit ranges. By doubling the optimal radius (± 2σ), the change in the fit parameters is negligible.

6. Energy calibration and systematic uncertainty

6.1. Determination of the primary energy using the light Moon data

The observed displacement of the moon shadow as a function of the number of fired strips is shown in Fig. 4. In the same plot the expected displacement from the simulation is also shown. Horizontal and vertical error bars are the width of N_{strips} intervals and the error of the displacement, respectively. From the figure two important messages can be obtained:

• Firstly, the data and the simulation are in good agreement within their errors. Both show an energy dependence as expected. Fig. 5 is a scatter plot between N_{strips} and true energy (E_t) in a log-log scale, the color profile represents the weight of the distribution. Based on the simulation data, a direct link can be constructed between N_{strips} and the energy. This link will provide an independent proof of the method for calibrating the energy scale of the experiment through the relation shown in Eq. (1). Here E_t represents the reconstructed energy in GeV and parameters k and λ depend on data selection criteria, k = 0.81 ± 0.03 and λ = 1.00 ± 0.01.

\[
\log_{10}(E_t) = k + \lambda \log_{10}(N_{\text{strip}}).
\]  

(1)

• In order to quantify the difference between experimental data and simulation samples, the distribution of the simulated displacements is fitted using a function \( p_0 \left( \frac{N_{\text{strip}}}{\text{ndf}} \right)^{N_{\text{strip}}} \) with parameters \( p_0 = -0.30 \) degree and \( p_1 = -1.18 \), shown as a red curve in Fig. 4. In the second step, experimental data are fitted with this standard function with a constant term multiplied on \( N_{\text{strip}} \) to take into account the difference between experimental data and simulation samples, i.e., \(-0.30(1 - p_2)\left( \frac{N_{\text{strip}}}{\text{ndf}} \right)^{-1.18} \) with \( p_2 = -0.07 \pm 0.15 \). The value of \( p_2 \) and its error is regarded as an estimator of the difference.

The energy resolution related to this reconstruction energy is defined as one standard deviation of the distribution of \( \log(E_t/E_i) \), where \( E_i \) is true energy input to the simulation. It is 0.27 as \( E_i \) is around 3 TeV, and better than 0.20 as \( E_i \) approaches to 10 TeV.

6.2. Systematic uncertainty of the calibrated energy

The systematic uncertainty of the energy is associated with the energy determination method. Four sources of the systematic un-
uncertainty are analyzed: geomagnetic field model, primary cosmic ray composition, hadronic interaction models and data selection cuts.

The simulations showed that more than 80% deviation for a cosmic ray particle induced by the geomagnetic field happened within the distance less than two radius of earth. Beyond five radius of earth, basically there is no deflection. That is to say, the geomagnetic field strengths near the surface play an important role in the studying. In the paper [28,29], at five different sites the measured field strengths has been compared with the model expectations, less than 1% difference was found. Considering about ARGO-YBJ detector’s ability in angular resolution, this source uncertainty can be neglected in this analysis. In fact more sophisticated model, such as WMM2015 [30], is available to model the geomagnetic field, however considering about ARGO-YBJ detector angular resolution and intensive computation time, IGRF11 is a good model of the geomagnetic field.

A small dataset with QGSJET-II-4 [12] + GHEISHA [26] interaction models has been generated to estimate the systematic uncertainty caused by the high energy interaction models. The QGSJET-II-4 was selected because of its widely application in other experiments. The simulated displacement of the moon shadow in the West-East direction is shown in the top panel of Fig. 6. The relation between \(N_{\text{strips}}\) and the displacement from the QGSJET-II-4 + GHEISHA is analyzed in the same way, and compared to the results from the EPOS-LHC + FLUKA model, shown in Fig. 4. It yields a difference of 8% in the fitted parameter, which is therefore taken as the uncertainty from the hadronic models.

To evaluate the uncertainty from cosmic ray composition assumptions, the so-called Poly-gonato model [27] is adopted for comparison. The CREAM measurement indicates that the light component to full components ratio is around 65% in the region of 1–100 TeV, while the Poly-gonato model gives a ratio of approximately 62% in the same energy region. As shown in the bottom panel of Fig. 6, an overall westward shift difference of approximately 1% is observed for two models.

The uncertainty from some data quality cuts is evaluated by slightly shifting the selection parameters within reasonable ranges, and then comparing the newly reconstructed energies with that obtained from the old ones. For the reconstructed core position, the selection cut is moved from 62 \(\times\) 62 m² to 58 \(\times\) 58 m². The value of maximum zenith angle of selected events is changed from 35° to 33°. Following the same procedure as described in previous chapters, the newly reconstructed energy is derived. The difference of the reconstructed energy between the two sets of data quality cuts is just 1.6% as \(N_{\text{strips}}\) is in range of 400–600, and around 2.5% as \(N_{\text{strips}}\) is higher than 3000.

In addition to the above uncertainties, the 2% uncertainty caused by the projection range is also taken into account. The total systematic uncertainty is then determined by quadratically adding the individual contributions and it is found to be around 16% for \(E_r\) in the energy range of 3–50 TeV.

7. Cross check using the reconstructed energy

7.1. Moon shadow westward shift using reconstructed energy intervals

The data sample is split into intervals of the reconstructed energy rather than that of strip, for the purpose of a careful cross check. Same LMD data samples are used, which are split in five energy intervals, namely 3–4, 4–6, 6–10, 10–20 and ≥ 20 TeV, and the same analysis method described in Section 6 is carried out. Deficits with \(-9.5, -9.9, -11.6, -11.7\) and \(-10.1\) s.d. are correspondingly obtained. The westward displacement of the moon shadow is compared for data and simulation as shown in Fig. 7. They agree within their systematic uncertainties. We regard this as a proof of the fact that the reconstructed energy calibrated with the Moon shadow is a solid energy estimator.

7.2. Comparison to light component cosmic ray energy spectrum

As a further cross-check, the differential energy spectrum of light components (proton + Helium) are measured using the same dataset but with opening angle less than two degrees relative to moon direction along the moon’s orbit. To match a general cut on zenith angle (cut 2), the zenith angle of the moon is required to be less than 30°. The differential spectrum is calculated according to its standard definition, \(J(E) = \phi_{0} E^{-\gamma} = \frac{\Delta N_{\text{gen}}}{\Delta \Omega \Delta E \Delta \theta} \), where \(T\) is the total live-time, \(\Omega\) is the solid angle relative to 2 degree; \(A_{\text{eff}}\) is the effective collection area, which could be determined from the simulation \(A_{\text{eff}} = \frac{\Delta N_{\text{gen}}}{\Delta \Omega \Delta E \Delta \theta} \), where \(N_{\text{gen}}\) is the
number of generated showers with the core position distributed over a large area $A_{\text{gen}}$, $\theta_{\text{min}} = 0^\circ$, $\theta_{\text{max}} = 40^\circ$. After applying the above analysis procedure, $N_{\text{rec}}$ events were survived after the trigger conditions, the reconstruction cuts and other data selections cuts. By assuming the chemical composition measured by CREAM, Fig. 8 shows the final proton + Helium spectrum from 2.5 TeV to 50 TeV with an energy bin of $\Delta \log_{10}(E)$ = 0.2. From Fig. 7 the calibrated energy with moon shadow is less than 30 TeV. To compare with other results, here a little extrapolation has been conducted to reach energy of 50 TeV. The measured values along with their uncertainties (statistical only) are listed in Table 4. A power-law fit has been performed, and compared to the light spectrum from ARGO-YBJ measurement (unfolding method) and the CREAM experiment. The value of the spectrum slope is $2.63 \pm 0.01$, which agrees quite well with $\gamma_{\text{ARGO}} = 2.64 \pm 0.01$ and $\gamma_{\text{CREAM}} = 2.62 \pm 0.02$. As to the flux intensity, this calibrated spectrum agree well with that of the CREAM and ARGO-YBJ unfolding measurement within their errors.

In the flux estimation, the effect of the contamination of heavier primaries has also been estimated. The fraction of non-light elements passing through the event selection is calculated, based on the simulation samples using the Fluka+SHIBYLL according to non-light contribution from Horandel model. In the energy range of 1–100 TeV, this ratio is 2.4%. In the energy region below 50 TeV, the highest differential contribution does not exceed 1%. The measured flux has been corrected by this amount. Thus no additional contribution caused by heavier primaries is then added.

Furthermore, in the flux calculation our treatment ignores the effect caused by the moon shadow. Since the opening angle is two degrees and eight times larger than the angular radius of the moon, we expect that it should influence the result in the 1.6% percent level. $N_{\text{moon}}^{\text{expected}}$ in Table 4 is the expected events from the Moon, $N_{\text{moon}}^{\text{deficit}}$ is the deficit events from moon shadow measurement. A good agreement between $N_{\text{moon}}^{\text{deficit}}$ and $N_{\text{moon}}^{\text{expected}}$ shows the consideration about the moon shadow is quite reasonable.

The shaded area in Fig. 8 represents the systematic uncertainties, where three main contributions have been included: the opening angle around moon center, selection cut efficiencies and the uncertainty in the energy determination:

- A different cut of the opening angle has been used to estimate the contribution from this cut. An opening angle of 4° around the moon center yields a difference smaller than 1%. Thus the contribution in flux intensity from this cut is less than 1%.
- The differences in the effects of quality cuts described in Section 4 as applied to experimental data and MC samples lead to a systematic uncertainty on the efficiency listed in Table 1. A difference around 5.8% is included on the systematic uncertainty on the flux estimation.
- A systematic uncertainty on the reconstructed energy will change into a systematic shift of the total flux, as discussed in Section 6.1. It is at the level of 16%.

The total systematic uncertainty is determined by adding the individual contributions quadratically. The total systematic uncertainty was found to be around 17% in energy range of 3–50 TeV and shown as shaded area in Fig. 8.

### 8. Conclusion and outlook

In this work, the data from the direction around the moon is analyzed after carefully selecting light primary cosmic ray compositions. The moon shadow has been detected with the highest significance up to 13.7$\sigma$. Using primary particles transported through Earth-Moon spectrometer system, the detector energy scale, i.e., the relation between the energy and the number of fired strips is calibrated. The resolution of the reconstructed energy is around 27% around 3 TeV, and it turns to be 20% as energy is higher than 10 TeV. The result shows that the reconstructed energy of MC simulation and experimental data, tuned by moon shadow data, is consistent with each other within 16–18% level. As a further cross-check, the light component differential spectrum has been derived using the calibrated moon light data, from 3 TeV to 50 TeV. The results are compatible regarding either the slope of spectrum or the absolute flux with the spectrum obtained by ARGO-YBJ unfolding technique. All these results can be seen as an experimental verification of this energy scale.

This way of calibrating energy can be used for future experiments, such as LHASO (Large High Altitude Air Shower Observatory), where disentangling the charge dependence on the energy determination of primary nuclei is also a problem. Once the moon shadow induced by a kind of cosmic ray component is observed, the deflection of the shadow position can be used to tune the reconstructed energies.
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